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Data Privacy and Consumer Protection Practices Of Automated 
Mental Health, Wellbeing and Mindfulness apps 

1. IntroducUon1 

Mental health, mindfulness and well-being apps are proliferating, and the latest iterations purport to 
rely on AI to provide highly personalized services by automated means. Such apps might, if properly 
designed and deployed, provide valuable mental health support. But the clinical value of automated 
mental health and mindfulness support is still being verified. The privacy protections in such apps have 
been criticised and they have rarely been assessed from consumer protection perspectives. Such 
inquiries are important given the apps may be accessed without the intervention of a human therapist 
and used by people with poor mental health as well as people unfamiliar with the technology being 
utilised to provide the automated service.  This paper reports on a study of popular mental health apps 
using AI technology to provide the service in question.  

This report presents an analysis of the data and consumer protecUon pracUces of 15 leading automated 
mental health, wellbeing and mindfulness apps. We did not study gaming apps or apps that had a 
primary funcUon of connecUng users with a human therapist. The mental health, wellbeing and 
mindfulness apps considered in this report were chosen on the basis that they were included in 
Mozilla’s ‘Privacy Not Included’ guide,2 and also because they were promoted to us through social 
media following our study.  

This report considers automated mental health, wellbeing and mindfulness apps in term of their: 

• privacy policy and data governance pracUces;  

• use of dark paberns; 

• claims about efficacy; and 

• consumer contracUng pracUces (headline representaUons, disclaimers, and potenUally unfair 
contract terms). 

More detail about our findings can be found in the appendix Tables. The apps were last reviewed in 
Nov 2023. 

The aim of the study is to provide a sound basis for considering regulatory responses to ensure the 
apps promote the well-being of consumers.3 

 

  



 4 

2. The Tech4 

The apps were chosen for uUlising technology to provide an automated and personalised service.  

These services uUlised recommender systems for targeted and personalised mood tracking, 
meditaUons, mindfulness or mental health strategies and chatbots for cogniUve behaviour therapy or 
wellbeing support. With the growth of large language models for natural language processing, such as 
in ChatGPT, greater use of chatbots – specifically trained for mental health support – may be expected 
in the near future.5 
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3. Digital and AI Ethics6 

No app provider expressly addressed the ethical concerns and risks that may be raised by using AI and 
digital technologies, including bias and discriminaUon, such as set out in principles of responsible or 
ethical AI.7 Only Youper addressed issues of equity and diversity on its website.8 
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4. The Promoted Efficacy of Mental Health and Mindfulness Apps9 
QuanUfying Benefit 

The markeUng material for many of the apps quanUfied the benefit that might be gained by their use. 
The aim here is presumably to suggest a verified and real posiUve outcome to consumers from using 
the app. However these results generally were based on a combinaUon of user feedback and studies of 
the use of the app for small homogenous groups of users..  

Headspace’s quantified claims: 

 

 

 

 

The studies in quesCon where commonly (although not always) conducted by Headspace using self-
reported outputs over a short term. 
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The ‘Science’ 

Most of the apps additionally promoted the ‘science’ backing what they do, as presented in peer 
reviewed research studies.  

Smiling Mind’s scientific support: 
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Youper’s scientific support: 

 

    

 

Most of the studies linked to mental health, wellbeing and mindfulness apps showed positive results. 
However, there were limitations to these studies. For example, some studies were conducted by 
researchers employed by the app provider. Some studies were only short-term (not longitudinal), and 
most studies were conducted on discrete groups. Mental health apps do not appear to have been well 
investigated for use by people from often marginalized groups, such as from CALD, LGBTQI+ or 
neurodiverse communities, who nonetheless may have the apps recommended to them. The following 
is an extract from Youper’s study, with a statement declaring the conflict of interest therein. 
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Mehta A, Niles AN, Vargas JH, Marafon T, Couto DD, Gross JJ. ‘Acceptability and EffecCveness of 
ArCficial Intelligence Therapy for Anxiety and Depression (Youper): Longitudinal ObservaConal Study’. J 

Med Internet Res 2021;23(6):e26771 
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5. Data Privacy10 

Concerns about the data privacy of mental health apps have been raised on a number of occasions. In 
2023 the FTC issued a proposed order banning BetterHelp, which provides an online counselling 
service, from sharing consumers’ health data for advertising contrary to the terms of its own privacy 
policy.11 Replika, an AI-based chatbot, has been a subject of controversy for its lack of strict gating 
mechanisms to prevent children and minors from using the App.12 The Italian Data Protection Agency, 
in February 2023, issued an order to prevent Replika from processing Italian users’ data.13 These 
actions seem to have had a ripple effect on all similar app developers, for their privacy policies have 
undergone several revisions since. Nonetheless, there remain numerous practices that might surprise 
or concern consumer users. 

Mozilla’s Privacy-Not-Included Report 

Mozilla has provided a score card rating the privacy-preserving features of mental health apps (and 
not only those that are automated) in 2022 and 2023.14 Mozilla assessed these apps on whether they 
‘routinely share data, allow weak passwords, target vulnerable users with personalized ads, and 
feature vague and poorly written privacy policies’. 15  

The Mozilla survey of the privacy practices of mental health apps in 2023 found Wysa had the best 
privacy practices, including on the ground that it did not use personal data for direct marketing. Mozilla 
found Replika to be one of the worst apps studied from a data privacy and security perspective. 
Woebot and Youper changed their practices following a review in 2022.16 

Data collecUon and use pracUces considered in this report 

This report does not seek to replicate the Mozilla study. It seeks to draw attention to ‘unexpected’ 
privacy practices, that is practices that might surprise users given the role of the apps in providing 
mental health or wellbeing support services. It draws attention to: 

• the scope of the personal and sensitive data collected by the apps; 

• issues of notice and consent; 

• the data collected from sources other than that directly entered by the user; 

• the sharing of data with third parties. 

Personal Data Collected  

Most mental health, wellbeing and mindfulness apps collect personal informaUon such as name, email 
address, age, and gender directly from the user. Some mental health, wellbeing and mindfulness apps 
also collect data from third-party apps, social media, and online conduct. This might be acceptable if 
used purely to provide the mental health support service in quesUon. However, as discussed below, the 
mental health, wellbeing and mindfulness apps commonly also use personal data of consumers for a 
variety of other purposes as well as sharing the data with third parUes.  
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Replika’s privacy policy: 

Replika’s data collecUon pracUces are parUcularly concerning. The App collects informaUon about a 
user’s Instagram photos and other posUng acUviUes to engage in relevant conversaUons with them. As 
of 31 January 2023, Replika had made inconsistent representaUons in its privacy policy and its FAQs – 
while it disclosed its reliance on users’ Instagram to learn about them in its privacy policy, the FAQ 
stated otherwise. The recent version of the privacy policy, however, seems to skate through what data 
it collects by offering a more general overview of its data-collecUon pracUces instead of providing clear 
informaUon about its pracUces. While the privacy policy claims to not share informaUon obtained from 
users’ conversaUons (with the App) with third parUes, it is not clear how the data solicited from all 
other sources is handled.  

 

 

 

 

 

 
 

As of 31 January 2023, the informaCon regarding the use of social media to learn about consumers 
was hidden in the lengthy privacy policy (a secCon that most users never visit). On the contrary, the 
FAQ (a secCon that users may visit) represented that the App only learns about the user by cha`ng 

with them 
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Youper’s preferred data collection options: 
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SensiUve personal informaUon collected before signing up 

Some apps structure their sign-up process in a manner that makes it mandatory for users to provide 
their sensiUve personal informaUon to set up an account. In such circumstances, the collecUon of 
personal informaUon precedes the provision of consent. In all these instances, the causal nature of 
inquiry about mental health, sleep cycle and producUvity paberns in the quesUonnaires could 
potenUally turn users’ abenUon away from the nature of the informaUon collected in the process. Users 
have no prior noUce that they might be sharing sensiUve or potenUally sensiUve personal informaUon 
in such instances. It may be useful to have a pop-up noUficaUon that informs consumers about the 
nature of the data they may be sharing with the App when they interact with certain features and seek 
their consent for processing such informaUon.  

Sensa’s questions ‘for personalised action plan’ (information collected prior to seeking consent/ setting 
up an account): 
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Bundled consent 

As has been seen, most mental health and mindfulness apps studied collect users’ health informaUon 
with the stated purpose of providing a ‘personalised plan’ to users. Some of this informaUon collecUon 
might be jusUfied as necessary for performing the contract. However, the informaUon collected and the 
uses to which it is put appear to go far beyond what might be needed for providing the service.17 The 
apps also collect sensiUve personal informaUon in some contexts (relaUng to mental health). Typically, 
consent is required to collect sensiUve personal informaUon.18  

In many cases the pracUces around noUce and consent were contrary to recognised best pracUce as 
recommended by the Australian Privacy Principles.19 For most of the apps studied: 

• informaUon about the data collecUon was hidden in the fine print of the privacy policy; 

• privacy policy consent was bundled with consent for terms of usage at the Ume of sign-up (open 
aper sensiUve informaUon has already been shared); 

• consent for primary and secondary usage of personal informaUon was bundled as well, with no 
opUon to opt out of the laber; 

• some apps used dark paberns in the user interface to collect excessive personal informaUon. 

Moreover, overreliance on noUce and consent procedures has been criUcised as an ineffecUve means 
of protecUng individuals’ personal data.20 Rather than such procedural features, best pracUce would 
have regard to what is in the overall best interests of consumers,21 and to what is fair and reasonable in 
the circumstances.22 Many data sharing pracUces used by these apps seem contrary to consumers 
expectaUons or best interests. 



 18 

Youper’s passive consent: 

 

 

 

Data-sharing 

None of the mental health and well-being apps we studied sell data. Some even state this. But data 
sharing pracUces are widespread. 

With marketers  

Many of the mental health and mindfulness apps surveyed shared some amount of personal data with 
third-party adverUsers to serve ads relaUng to their service, or to deliver targeted ads to users based 
on their internet usage. They further allowed third-party cookies on their apps, which means that those 
parUes get access to data for adverUsing and analyUcs. Consumers can manage cookies but need to go 
through a number of steps to do this, and the process differs for website and phone use. 

With employers and partner insUtuUons 

Most mental health and mindfulness apps share aggregated or de-idenUfied informaUon with partners 
and affiliates. This includes in many cases sharing deidenUfied and aggregated data with employers or 
universiUes who sponsor the app for use by employees/students.  

Elomia’s service to partners: 
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The informaUon shared may include metrics about use of the app, that is, how open and how long that 
app is used (?), and also more granular informaUon about the way in which parUcular features are used 
and for what purposes. 

Headspace data sharing with sponsors: 

Headspace collects users’ sensiUve personal informaUon in its ‘My Progress Feature’. This feature allows 
a consumer to log their emoUonal state and well-being, on a monthly basis, through a quesUonnaire 
that tracks consumers’ responses over a few months to help them understand whether there has been 
an improvement in their mental health over a period of Ume. This feature also allows consumers to 
journal their stress and anxiety triggers. This could contain informaUon about a consumer’s most 
vulnerable moments, their potenUal triggers, their percepUon of work and people around them, etc. 
Aggregated and anonymised informaUon from this feature is shared with all of Headspace’s partners 
and affiliates.  
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Wysa, a mental health chatbot, similarly shares informaUon including aggregated user data and mental 
health assessment scores with affiliated insUtuUons.  

Wysa’s data-sharing policy: 

 

 

 

Consumers may be concerned about their sensiUve health informaUon being shared with employers. 
References to de-idenUficaUon and aggregaUon in the terms of the App do not enUrely guarantee the 
privacy of the user. It is not at all clear from the privacy policy what methods are used to de-idenUfy, or 
anonymise, data.23 Moreover, reidenUficaUon is recognised as an increasingly straighrorward 
process.24 The ease of re-idenUficaUon poses the risk of misuse or abuse of data and could potenUally 
harm the individual. 

These consideraUons suggest that there should be greater clarity from mental health and wellbeing 
apps about their sharing pracUces and the opportunity to opt-out of these pracUces, or beber sUll to 
opt-in. Wellbeing and mindfulness apps should put in place effecUve mechanisms to ensure that 
consumers are aware of such data-sharing pracUces. 

For research purposes 

Many mental health and mindfulness apps also use data for research in relaUon to the product and 
share data with third parUes for research purposes. Data is shared without any qualificaUon on the kind 
of research, the credenUals of the researchers or an undertaking as to the researchers’ approach to 
data privacy. As Dr Katharine Kemp has observed over her research on FerUlity Apps, ‘[n]one of the 
apps that use data for research purposes promise that any research using the consumer’s data will be 
conducted in accordance with recognised ethics guidelines or subject to such ethics oversight. Nor do 
the app developers promise that all external organisaUons receiving that data for research purposes 
will comply with recognised ethics guidelines or be subject to ethics oversight’.25 

For example, Guidelines under s 95A of the Privacy Act 1988 (Cth) contain ethical mandates that 
organisaUons must follow when using personal data for medical research.26 This requires that where 
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consent is not obtained for use by research organisaUons, the collecUng enUty must remove all personal 
idenUfiers from the data and anonymise it such that the privacy of the user is not compromised.27 The 
guidelines emphasise the importance of upholding the individual’s dignity and ensuring that the data 
is protected from unauthorised disclosure and misuse. Researchers must also obtain ethics approval 
from the Human Research Ethics Commibee with the specifics of each study for which they would 
require the data.  

Our study found that the terms of use and the privacy policy of these apps do not disclose if the data 
is anonymised, or if their research is conducted ethically and in accordance with relevant guidelines.  

Calm’s terms of use 

 

 
Sensa’s privacy policy 

 

 
 

Training the bot 

Those apps that use conversaUonal Chatbots are likely to have trained those bots on data drawn from 
clinical interacUons between mental health professionals and paUents. It is possible that conversaUons 
between the chatbot and the consumer may also at some point be used for training purposes. Again, 
best pracUce would require this feature to be disclosed and an opUon to opt-out provided.  

Wysa’s chatbot training policy: 
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(i) Elomia chatbot training policy: 
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6. Dark Paberns28 
What are dark paberns 

Dark paberns are confusing and manipulaUve design choices on the user interface that trick consumers 
into choosing an opUon that benefits the businesses at the cost of the consumers’ personal welfare.29 
A report by the Consumer Policy Research Centre found that 83% of Australians experienced financial 
harm or a fear of being manipulated by dark paberns; and that one in four Australians were 
manipulated into sharing more personal informaUon or spending more money than they otherwise 
would have.30 Furthermore, confusing privacy policies, extensive data collecUon, or trial periods that 
require consumers to put in their credit card informaUon can exploit one’s vulnerability and amplify 
negaUve experiences for consumers already predisposed to stress and anxiety.31 Hence, the use of dark 
paberns by mental health, wellbeing and mindfulness apps must be subjected to increased scruUny. 

Observed dark paberns in mental health, wellbeing, and mindfulness apps 

 Over the course of our research, we observed that almost all mental health, wellbeing and mindfulness 
apps use dark paberns to manipulate consumers into purchasing a subscripUon and to dissuade them 
from unsubscribing. Dark paberns were also found during the sign-up process, in cookie-consent pop-
ups, and in markeUng emails sent to target consumers to purchase a subscripUon or to revive an expired 
subscripUon. Below is a breakdown of the common dark paberns observed in the mental health, 
wellbeing and mindfulness apps studied. 

Data-grab 

As noted above, many mental health, wellbeing and mindfulness apps obtain bundled consent to the 
App terms, privacy policy, research usage, and markeUng communicaUons at the Ume of sign-up 
automaUcally. Almost all mental health, wellbeing and mindfulness apps surveyed collect more 
informaUon than is necessary from consumers, such as their geolocaUon data, social media informaUon, 
photos, audio, messaging files, and other informaUon that have no relevance to the delivery of mental 
health and mindfulness services. This behaviour is a dark pabern termed the ‘data grab’.  
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Sensa’s data grab 

 

 

 
 

Sensa does not permit consumers to proceed past the sign-in page if they do not consent to receive 
direct markeUng messages. This is parUcularly concerning as Sensa’s privacy policy states, “your 
consent [to markeUng communicaUon] is not a condiUon of any purchase”,32 in its representaUons 
under MarkeUng CommunicaUon. 

EmoUonal Steering and Nagging 

EmoUonal steering occurs when nagging, emoUonally manipulaUve emails, offering limited-Ume 
discounts create a false sense of urgency and pressure consumers into making a purchase in the 
following manner. 33 
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Emotional Steering in Sensa’s Emails  

 
 

Sensa’s contains a ‘personalised plan’ catering to consumers’ mental health condiUons based on the 
sensiUve personal informaUon that they shared with the App at the Ume of signing up. As shown above, 
the user is required to provide consent to direct markeUng messages, with no opUon to opt out. The 
App then uses consumers’ sensiUve personal informaUon to target them with plans and discounts. 

The language of the email is intended to exploit that sensiUve informaUon by urging consumers to take 
immediate acUon to improve their mental health. By using words such as “the part [of you] that is 
screaming for a break”, the email is likely to influence consumers into purchasing a subscripUon and to 
disregard their privacy-related consequences. Consumers may receive the email once every day for a 
few days unUl they choose to take acUon.  
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Hotel California or a mulU-layered unsubscripUon process: 

Some apps make it easy to sign up but difficult to leave.34 

Headspace’s ‘Hotel California’ dark pattern: 
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For example, the Headspace app uses numerous forms of dark patterns, including:   

• requiring consumers to provide their credit card details at the Ume of a free trial period, and 
automaUcally locking consumers into a premium membership contract upon expiry of the trial 
period, and without noUce; 

• nagging users on trial periods with emails offering limited-Ume discounts to create a false sense 
of urgency and pressure them into making a purchase; and 

• dissuading and ‘shaming’ consumers for abempUng to unsubscribe; 

• barring consumers from managing their subscripUon in the App, thereby adding an unnecessary 
hurdle in the unsubscripUon process. 

In the web version, the Headspace App operates to dissuade a consumer from terminating a 
subscription, in the following manner.  

• The cancellaUon process is mulU-layered: there are a total of five steps, including logging into the 
App on the web browser to access the “manage subscripUon” opUon.  

• The cancellaUon process creates a false hierarchy between different opUons to nudge consumers 
to make the choice that benefits the business. For instance, in the third step of the unsubscripUon 
process, the opUon “keep subscripUon” is highlighted and presented in an abracUve manner, while 
the opUon “conUnue with cancellaUon” is presented in a paler colour. This could confuse an 
average consumer and manipulate them into clicking the opUon that benefits the business. 

• It confirm-shames consumers trying to terminate their subscripUon by highlighUng some features 
of the App, to indicate that terminaUon of subscripUon might not be in the consumer’s best 
interest. The sketches designed to steer consumers’ emoUons and dissuade them from 
terminaUng their subscripUons might also be seen as manipulaUng. 

• If consumers do unsubscribe, Headspace sends repeated nudging through emails that offer 
discounted subscripUon prices. The emails appear designed to create a noUon of false urgency, to 
draw consumers back into acUvaUng their subscripUon with Headspace immediately. 

 

 
The subscripUon can only be managed on a web browser. 
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The second step in the unsubscripUon process, intended to steer and confirm-shame a user. 

 

 
 

Consumers must scroll down to locate the ‘conUnue with cancellaUon’ opUon. Moreover, the “conUnue 
with cancellaUon” opUon becomes funcUonal only upon selecUng a reason. 
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Steering and False Hierarchy 

 

 

The fiph, and final, step in the unsubscripUon process. 
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Youper’s Obstruction to subscription cancellation: 

Youper’s unsubscripUon process is deliberately designed to obstruct the user from compleUng the task. 
Upon clicking on ‘terminate subscripUon’, the app directs one to a quesUonnaire that must be filled 
before the user can progress to the next step. Upon answering all quesUons in the form, the user is 
presented with instrucUons on how to cancel the subscripUon under the Apple seyngs page. The 
instrucUons also contain a link to Youper’s official page on the Appstore rather than to the seyng’s page 
in one’s Apple account (refer to Bearable’s process below) where one can terminate their subscripUon. 
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As indicated by the ‘*’, a user must answer all these quesUons before they can proceed to the next 

part of the process. 

 

        
Finally, the user is presented with a link to Youper’s page in the Appstore, while they should be 

directed to the seyngs page on one’s iPhone.  
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Scarcity Cues 

Scarcity cues involve sending reminders and offers about limited availability or reduced prices to 
consumers. Open, when tracking, these cues were inconsistent and even incoherent.  

Headspace’s Scarcity Cues 

 
A day aper the Headspace membership was terminated, Headspace sent a nudge with a 20% discount 
on the membership price. By using phrases such as “Ends soon”, the email creates a false sense of 
urgency and unduly pressurises a consumer into making a purchase. 

 

 
 

Upon receiving no response from the consumer on their 20% discounted offer, Headspace followed up 
with a 40% discounted membership. Clearly, the earlier offer was a false statement, intended to mislead 
a consumer. 
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A week aper receiving no response to their 40% discounted offer, Headspace followed up with an email 
to create a false sense of urgency, again. 

 

 
 

The membership was available for purchase at a 40% discount even aper a period of 60 days aper the 
Email was first received. 

  



 34 

7. ContracUng PracUces35 
Headline claims 

Automated mental health and wellbeing apps open make large claims about the wellbeing support they 
can provide and their role in reducing symptoms of poor mental health. In our survey, these claims were 
open undermined and chiselled away by the fine print contract terms. The object of these clauses is 
presumably to protect providers from liability for products that don’t deliver or to avoid straying into a 
field that would involve regulaUon as a medical device. Yet the characterisaUon of the apps should be 
determined by reference to their headline claims, and not merely the contract fine print. 

Headspace promotion to students  

 

 
 

Contractual disclaimers 

Exclusion and limitaUon of liability clauses found in the fine print terms of service for mental health and 
mindfulness apps we studied commonly disclaimed responsibility for improved mental health 
outcomes. The fine print terms were in stark contrast to the headline claims.  While headline claims for 
these products promote their benevolent impact and their role in helping consumers thrive, the fine 
print stated otherwise. This secUon will highlight the representaUons made by various mental health 
apps to the end-users at the Ume of sign in, and contrast them with the disclaimers made in the ‘terms 
and condiUons’ secUon of the App. 
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Headspace’s disclaimers  

While Headspace states that a user’s “journey to a happier, healthier life starts now” at the Ume of 
signing-in, it makes contrary claims under its terms and condiUons. The contractual disclaimer states, 
“Headspace makes no guarantees that the products provide a therapeuUc benefit”. 

 

 

 
 

Youper’s disclaimer 

Youper promises “life changing results” that will help a user overcome depression, feel more balanced, 
and overcome social anxiety. The App, at the Ume of signing-up, makes a user go through several pages 
of assurance about the efficacy of its offering. A user must swipe through these pages before they can 
begin using its services. Every page a user swipes through contains convincing informaUon about the 
reliability and credibility of the App. However, the contractual disclaimer hidden in the terms of the App 
states that the App does not provide ‘clinical psychotherapy or counselling’. The terms also state that 
Youper will not assume any liability for inaccuracies or error in its content or representaUons. These 
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stand in conflict with the following representaUons made at the Ume of seyng up one’s account within 
the App:  
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However, despite the pages on assurance about the App’s reliance on CBT to help users ‘overcome 

depression’ and create ‘life-changing results’, its terms state otherwise. 

 

 

 
Rights to vary 

The terms of most of the mental health and mindfulness apps we studied allowed the provider to 
change the service, and the terms, at any Ume. Moreover, the noUce of change was typically only 
provided via the website, and consumers were usually not given specific opt-out rights. The possibility 
of unilateral variaUon of service terms is concerning with respect to privacy terms, as it means users 
may be faced with very different third-party sharing arrangements than they understood at the Ume of 
signing up, even in cases where they read the terms before doing so.36  
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8. Consumer assessment?37 

Is it possible for consumers themselves to exercise greater vigilance over the quality and pracUces of 
the apps they use for mental health support? There are many rankings and recommendaUons by third 
parUes of the efficiency of various mental health and mindfulness apps available to consumers, as well 
as their privacy features. However, these rankings open focus on only a few elements, for instance, 
usability, and are in our survey someUmes inconsistent with each other.  

Mozilla app rankings 

 

 

 
 

Psyber Guide app rankings 
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9. Observed best pracUces 

Over the course of our research, we also idenUfied some pracUces within these mental health, 
wellbeing and mindfulness apps that were consumer-friendly by default. We strongly recommend the 
adopUon of similar designs by mental health, wellbeing and mindfulness apps in the market. 

Woebot’s clear privacy terms and no-cookie policy 

Woebot’s privacy policy is draped in a manner that helps users easily understand what data is collected 
and how each category of data is processed. Woebot does not use cookies on the mobile version of 
the App – which gives users more control over their data and assures that their in-app data might not 
be tracked. It also represents having a reliable system in place that uses a combinaUon of encrypUon 
and access control to safeguard user informaUon. Lastly, it appears to be the only app to noUfy users 
that their data would be used for [its private] research purposes, at the Ume of sign-up. Woebot is very 
clear on the limits of its automated service.  
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Woebot’s transparent data governance policy and App limitations presented at the time of 

signing up. 

 

Note: As of September 2023, Woebot’s offering has been withdrawn to parUcipants of a study or 
users accessing the app through an affiliate. 
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Elomia’s default consumer-friendly opUon 

Elomia is a mental health chatbot which states it is powered by AI.38 Unlike mental health, wellbeing 
and mindfulness apps (like Wysa) that automaUcally assume consent to use users’ data and chat history 
to train the AI, Elomia AI opUons are turned off by default. A consumer willing to share this informaUon 
may consent to it by enabling the ‘AI-training’ opUon on the seyngs page. 

 

 

 

 
Elomia’s consumer-friendly opUon 
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Calm’s One-click unsubscripUon 

Calm’s unsubscripUon pabern is simple and straighrorward. UnsubscripUon is a one-step process that 
is devoid of steering language or any confirm-shaming.  
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Bearable’s consumer-friendly App design 

Of all the Apps studied over the course of our research, we find Bearable’s design the most consumer 
friendly. Of all categories discussed above including sign-up policies, ease of terminaUon, contractual 
disclaimer, and on privacy and data-governance, Bearable scores highest (?) on the scale.  

Bearable’s opt-in choices, and unbundled consent: 

At the Ume of sign-up, Bearable allows a user to opt-in to the App’s privacy policy, markeUng 
communicaUons, and age restricUons, instead of assuming consent. Consent to markeUng 
communicaUons is not a pre-requisite to using the App. The App proceeds to collect sensiUve health 
informaUon related to its services only aper the user consents to the privacy policy (noUng that consent 
to the privacy policy is a pre-requisite to using its services).  

 

        
Bearable’s unsubscription: 

On the subscripUon front, while the App does require one to put in their credit card details for the trial 
version, the unsubscripUon process is relaUvely simple. UnsubscripUon is not unnecessarily obstructed 
by confusing opUons or discounted offers. Usually, Apps that operate through Apple’s payment 
ecosystem only permit users to unsubscribe from the web-browser, creaUng addiUonal hurdles to the 
terminaUon process (as demonstrated using Youper’s process above). AlternaUvely, some Apps also 
instruct the user, at the Ume of purchasing a subscripUon, that the subscripUon can only be terminated 
under the Apple-account seyngs.  

Bearable, however, directs the user to Apple’s subscripUon directly via an in-app link, making the 
process smoother. Despite the addiUonal step of having to provide feedback before terminaUon, the 
provision of an in-app link to the Apple seyngs page makes the process relaUvely smoother. 
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Bearable’s contractual disclaimers: 

The contractual disclaimers in the terms do not contradict the App’s dominant representaUons. The App 
presents itself as a symptom and mood-tracker, and its terms are consistent with its representaUons. As 
opposed to disclaiming liability for inaccuracies or errors in its representaUons, or for the usage of the 
App as presented in its adverUsing claims, the App only disclaims liability for uses beyond its intended 
scope. As of 23 September 2023, the App’s terms state the following: 
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10. Conclusion 

Mental Health and wellbeing apps may offer support to some people in some circumstances. The 
potential for harm should also be addressed. There is no one easy response to these issues. Instead, 
we advocate a layered approach.  

We suggest that: 

i. the providers of mental health apps should seek to live up to their own promoted commitment 
to improving mental health and well-being by using best practice in all aspects of the design of 
their product, including marketing, data processing and the fine print terms offered; 

ii. third party rankings of mental health apps can improve practice but there needs to be agreed 
and consistent criteria for this;39 

iii. greater oversight through the Therapeutic Goods Administration; 

iv. scrutiny by the gatekeepers to consumers’ access to the apps – such as mental health 
professionals, who may recommend the products, and employers, who may sponsor them; 

v. robust enforcement of consumer protection laws including prohibitions on misleading conduct 
and unfair contract terms by the ACCC; 

These issues are discussed more fully in our forthcoming article ‘Automating Mental Health Support’. 
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11. Appendix 
Table 1: Automated Mental Health Apps  

Name Category Available for 
employees 

Ranked by Mozilla   

Bearable Mood tracking Research 
insUtuUons and 
foundaUons 

Beber Mindfulness and 
mood tracking 

Y 

Calm MeditaUon Y 

Happify Mood tracking and 
CBT 

Y 

Headspace Mindfulness Y 

MindDoc Mood tracking Y (including 
insurance 
companies and 
universiUes) 

Moodfit Mood tracking Y 

Youper Mental health (CBT) 
chatbot 

N (but one year 
free for college 
students) 

Woebot Mental health (CBT) 
chatbot 

Y 

Wysa Mental health (CBT) 
chatbot 

Y 

Australia   

Smiling Mind Mindfulness, 
including for 
children 

Y and schools 

Other   

Replika RelaUonship 
chatbot 

N 

Elomia Mental health 
chatbot 

Y 

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
https://www.youper.ai/
https://woebothealth.com/
https://www.wysa.io/
https://www.smilingmind.com.au/
https://replika.com/
https://elomia.com/
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Table 2: The technology of automated mental health apps  

Name Category Tech offered: 
tracking, 
recommender 
or chatbot  

Website refers 
to data, AI, 
LLMs or ML 

Website 
explains use of 
technology  

Ranked by 
Mozilla 

    

Bearable Mood tracking T N N 

Beber Mindfulness 
and mood 
tracking 

R N N 

Calm MeditaUon R N: let’s 
personalise your 
experience 

N 

Happify CBT and mood 
tracking 

R, T N N 

Headspace Mindfulness R, T N N 

MindDoc Mood tracking T, R N N 

Moodfit Mood tracking T, R N N 

Youper Mental health 
(CBT) chatbot 

C 

(conversaUonal) 

Y: clinically 
effecUve mental 
health soluUons 
powered by 
ArUficial 
Intelligence 

Y: Youper 
combines 
psychology and 
arUficial 
intelligence to 
understand 
users’ 
emoUonal 
needs and 
engage in 
natural 
conversaUons. 

Woebot Mental health 
(CBT) chatbot 

C, T 
(conversaUonal) 

Y: NLP app 
based approach 

Y: Our 
proprietary 
technology 
combines 
decades of 
research in 
psychology with 
advanced AI40 

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
https://www.youper.ai/
https://woebothealth.com/
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Wysa Mental health 
(CBT) chatbot  

C (prompts and 
conversaUonal) 

Y: clinically 
validated AI 

Y:  

Australia     

Smiling Mind Mindfulness R; Google home N N 

Other     

Replika Companion bot  C 
(conversaUonal) 

Y: the AI 
companion 

Y: AI stands for 
ArUficial 
Intelligence. It 
means that 
every Ume you 
get a reply from 
Replika, you 
interact with 
a sophisUcated 
neural network 
machine 
learning 
algorithm 

Elomia     

 

  

https://www.wysa.io/
https://www.smilingmind.com.au/
https://replika.com/
https://elomia.com/
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Table 3: Principles of responsible or ethical AI in mental health apps 

Name  Website 
addresses 
possible bias 

Website 
considers 
accessibility, 
equity or 
diversity 

Website 
considers 
ethics of 
automaUng 
mental health 
support 

Bearable Mood tracking N N N 

Beber Mindfulness 
and mood 
tracking 

N N N 

Calm MeditaUon N N N 

Happify Mood tracking 
and CBT 

   

Headspace MeditaUon and 
mindfulness 

N N N 

MindDoc Mood tracking N N N 

Moodfit Mood tracking N N N 

Youper Mental health 
(CBT) chatbot 

Y N Y: extensive 
discussion of AI 
safety including 
involving LLMs41  

Woebot Mental health 
(CBT) chatbot 

N N N 

Wysa Mental health 
(CBT) chatbot  

N Y: 
hbps://www.wy
sa.com/accessib
ility-statement 

N 

Australia     

Smiling Mind Mindfulness, 
including for 
children 

N Refers to 
different 
demographics, 
Indigenous 
language 
program  

N 

Other     

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
https://www.youper.ai/
https://woebothealth.com/
https://www.wysa.io/
https://www.smilingmind.com.au/
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Replika Mental health 
chatbot  

N N N 

 

  

https://replika.com/
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Table 4: Research studies on mental health apps 

Name Category Website 
quanUfies 
benefit 

Reports 
research 
showing 
posiUve 
outcome 

Refers to 
benefits 
of 
pracUces 
when 
provided 
directly 
by a 
human 

Link to 
research 

Research 
team 
includes 
app 
company 

Qualificat
ions in 
research  

Mozilla        

Bearable Mood 
tracking 

N   N   

Calm Mindfuln
ess and 
mood 
tracking 

Y Y  Y Y Y42 
including 
for 
diversity43 

Happify MeditaUo
n 

N   N   

Headspac
e 

CBT and 
mood 
tracking 

Y Y Y Y – via 
blog44 

Y45 Y46 
including 
diversity47 

MindDoc Mindfuln
ess 

N NA48   Y Y  

Moodfit Mood 
tracking 

N   N   

Moodsco
pe 

Mood 
tracking 

N Y   Y Y Y49 One 
study only 
with 
qualified 
results 

Youper  Mental 
health 
(CBT) 
chatbot 

Y Y   Y Y Y50 two 
studies 

Woebot Mental 
health 
(CBT) 
chatbot 

Y Y   Y Y Y51 three 
studies 

Wysa Mental 
health 

N Y  Y Y Y52 

https://bearable.app/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
https://www.moodscope.com/
https://www.moodscope.com/
https://www.youper.ai/
https://woebothealth.com/
https://www.wysa.io/


 57 

(CBT) 
chatbot  

Australia        

Smiling 
Mind 

Mindfuln
ess 

N Y53 Y Y Y Y54 

Other        

Replika Mental 
health 
chatbot  

N   N   

 

  

https://www.smilingmind.com.au/
https://www.smilingmind.com.au/
https://replika.com/
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Table 5: Privacy and mental health apps 

App Category Sell your 
personal 
data 

Collect 
data 
from 
‘other 
sources 

Use of 
data for 
markeUn
g 

Share 
aggregat
ed data - 
employe
rs 

Share 
aggregat
ed data - 
research 

Training 
the 
chatbot 

Bearable 

(GDPR 
complian
t) 

Mood 
tracking 

No No but 
does 
collect 
Google 
Fit and 
Apple 
Health 
Kit 

Yes   NA 

Beber Mindfuln
ess and 
mood 
tracking 

[may 
share 
anonymi
sed data 
outside 
policy] 

Yes Yes   NA 

Calm MeditaU
on 

 Yes  Yes  Yes NA 

Happify CBT and 
mood 
tracking 

No Yes Yes   NA 

Headspa
ce 

Mindfuln
ess 

 Yes Yes  Yes  NA 

MindDoc 

(GDPR 
complian
t) 

Mood 
tracking 

  Yes (and 
to 
adverUse
rs) but 
not 
sensiUve 
informaU
on55 

  NA 

Moodfit Mood 
tracking 

No (may 
share 
anaonmy
sed, 
aggregat
ed data) 

    NA 

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
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Youper Mental 
health 
(CBT) 
chatbot 

 No    Yes 
(deidenU
fed) 

Woebot Mental 
health 
(CBT) 
chatbot 

No  Yes  Yes and 
personal 
data by 
invitaUon 

Not 
transcrip
ts 

To 
improve 
service 

Wysa Mental 
health 
(CBT) 
chatbot  

   Yes  Yes 

Australia        

Smiling 
Mind 

Mindfuln
ess 

 From 
employe
r in some 
instances 

Yes but 
clear opt 
out 

 Yes NA 

Other        

Replika Mental 
health 
chatbot  

 Message
s 
through 
app 

Yes   Yes 

 

  

https://www.youper.ai/
https://woebothealth.com/
https://www.wysa.io/
https://www.smilingmind.com.au/
https://www.smilingmind.com.au/
https://replika.com/
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Table 6: Dark paberns in mental health apps 

App Collect data 
before signing 
up (though 
survey) 

Bundled 
consent 

Free trials 
requiring a 
credit card 

Nagging, 
shaming, 
discounUng 
when cancel 
subscripUon 

Ranked by 
Mozilla 

    

Bearable No No Yes No 

Beber   No free trial  

Calm No Yes Yes No 

Happify Yes Yes No free trial  

Headspace No Yes Yes Yes 

MindDoc No No Yes No 

Moodfit No Yes Yes No 

Youper Yes Yes Yes No, but 
obstructs in 
other ways 

Woebot     

Wysa No Yes Yes No, obstructs 
terminaUon by 
not providing an 
opUon in the 
app 

Australia     

Smiling Mind Yes Does not ask 
consent for 
privacy policy 

-  

Other     

Replika No Yes Does not offer 
free trial 

 

 

  

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
https://www.getmoodfit.com/
https://www.youper.ai/
https://woebothealth.com/
https://www.wysa.io/
https://www.smilingmind.com.au/
https://replika.com/
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Table 7: Headline claims and contractual disclaimers 

Name Headline 
claims 
(website/app 
store 

Medical 
limitaUons 

Contractual 
disclaimers 

Unilateral 
variaUon  

Pop up at 
registraUon 

Ranked by 
Mozilla 

     

Bearable Feel more in 
control of 
your health. 

Get a detailed 
view of your 
symptoms & 
treatments – 
so you can 
find what 
works best 
for you. 

Yes Yes Yes Subtle – 
emphasises 
user control 
of health 

Beber Beber is a 
powerful 
mental health 
app that gives 
you all the 
informaUon 
you need for 
a beber life 
and beber 
sleep. It’s 
made by 
leading 
mental health 
experts who 
provide the 
ongoing mind 
and sleep 
audios. 

Yes Yes Yes  

Calm Our goal is to 
help you 
improve your 
health and 
happinesshap
piness 

yes Yes Yes No – 
personalised 
responsibility 

https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
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Happify Overcome 
negative 
thoughts, 
stress & life’s 
challenges! 

yes yes yes No 

Headspace Be kind to 
your mind 

Yes yes yes No 

MindDoc Mental 
Health Starts 
with You 

MindDoc 
supports you 
on your 
journey 
toward better 
mental 
health. 

1. Qualif
ied: 
We 
expre
ssly 
point 
out 
that 
the 
servic
es 
offer
ed via 
the 
app 
are 
no 
substi
tute 
for a 
diagn
osis 
or 
medi
cal or 
psych
other
apeut
ic 
treat
ment. 
If you 
have 
suicid
al 
thoug
hts or 
need 
medi
cal 
help 
for 

Qualified Qualified   

https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
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other 
reaso
ns, 
pleas
e 
consu
lt a 
local 
docto
r or 
thera
pist, 
or in 
urgen
t 
cases 
an 
emer
gency 
ambu
lance. 

Moodfit Too ls  & 
Ins ights  for 
Your Mental

 Health 

Yes Yes No  

Youper  EmpatheUc, 
safe, and 
clinically 
validated 
chatbot for 
mental 
healthcare 

Yes Yes yes No 

Woebot Behavioral 
health, at scale 

Meet 
Woebot, the 
mental health 
tool that 
answers the 
skyrocketing 
need for 
mental health 
care, and 
breaks down 
the systemic 
constraints 
that block 
equal access 

Yes Yes Yes Yes: Woebot 
for Adults is 
not 
evaluated, 
cleared or 
approved by 
FDA. It may 
be considered 
as an adjunct 
to clinical 
care, it does 
not replace 
clinical care. 

https://www.getmoodfit.com/
https://www.youper.ai/
https://woebothealth.com/
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to it. 
Designed by 
humans, 
powered by 
AI, and 
grounded in 
science, 
Woebot 
easily 
integrates 
with health 
systems to 
provide 
evidence-
based 
behavioral 
health 
solutions that 
get people off 
a waitlist, and 
onto a path 
to feeling 
better 

Wysa Mental health 
that meets 
people where 
they are. 
Wysa's 
clinically 
validated AI 
gives 
immediate 
support as 
the first step 
of care, and 
human 
coaching for 
those who 
need more. 
Transform 
how 
supported 
your teams 
and families 
feel. 

Qualified Yes Yes No 

Australia      

https://www.wysa.io/
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Smiling Mind To provide 
accessible,  
life-long tools 
to support 
healthy 
minds. 

Yes (qualified 
by ACL) 

Yes Yes No 

Other      

Replika The AI 
companion 
that cares 

Yes Yes Yes Yes – ‘I am 
not in crisis’ 

 

  

https://www.smilingmind.com.au/
https://replika.com/
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Table 8: Third party assessments of mental health apps 

Name Awards or 
Industry 
recommend
aUons on 
website 

Mozilla56 Psyberhealt
h57 

 

Forbes58 Healthline59 

Bearable Y Neutral Credibility: 
2.33 

User 
experience: 
4.06 

Transparency
: NA 

Top 5  

Beber      

Calm N Neutral Credibility: 
4.67 

User 
experience: 
4.40 

Transparency
: acceptable 

Top 5 Best for 
sleep 

Happify Y Privacy not 
included 

Credibility: 5 

User 
experience: 
4.59 

Transparency
: Acceptable 

Top 5 Best for 
boosUng 
mood 

Headspace Y Privacy not 
included 

Credibility: 
5.00 

User 
experience: 
4.97 

Transparency
: Acceptable 

Top 5 Best for 
meditaUon 

MindDoc* N Privacy not 
included 

Credibility: 
2.27 

User 
experience: 
4.31 

  

https://foundation.mozilla.org/en/privacynotincluded/articles/are-mental-health-apps-better-or-worse-at-privacy-in-2023/
https://onemindpsyberguide.org/
https://onemindpsyberguide.org/
https://www.forbes.com/health/mind/best-mental-health-apps/
https://www.healthline.com/health/mental-health/mental-health-apps
https://bearable.app/
https://www.thebetterappcompany.com/
http://www.calm.com/
https://www.happify.com/
https://www.headspace.com/
https://minddoc.com/us/en
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Transparency
: Acceptable 

Moodfit* Y Neutral Credibility: 2 

User 
experience: 
NA 

Transparency
: NA 

  

Woebot* Y Neutral Credibility: 5 

User 
experience: 
4.64 

Transparency
: Acceptable 

  

Wysa* Y Thumbs up Credibility: 4 

User 
experience: 
4.54 

Transparency
: Acceptable 

  

Youper*  Y Privacy not 
included 

Credibility: 
2.67 

User 
experience: 
4.33 

Transparency
: 
QuesUonable 

  

Australia      

Smiling Mind Y  NA   

Other      

Replika* Y Privacy not 
included 

Credibility: 
2.67 

User 
experience: 
4.24 

Transparency
: Acceptable 

  

 

https://www.getmoodfit.com/
https://woebothealth.com/
https://www.wysa.io/
https://www.youper.ai/
https://www.smilingmind.com.au/
https://replika.com/
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1 For the apps studied see Table 1. 

2 h:ps://founda?on.mozilla.org/en/privacyno?ncluded/ar?cles/are-mental-health-apps-be:er-or-worse-at-privacy-in-2023/ 

3 See also further Jeannie Marie Paterson and Swetha Meenal Ananthapadmanaban, ‘Automa?ng Mental Health Support’ 
(forthcoming), 

4 For the technology used see Table 2. 

5 Cf h:ps://theconversa?on.com/ai-chatbots-are-s?ll-far-from-replacing-human-therapists-201084.  

6 For the extent to which apps referred to the uses raised by digital or AI ethics principles see Table 3. 

7 See eg Australian Government Department of Industry, Science, Energy and Resources, ‘Australia’s Artificial Intelligence 
Ethics Framework’ (2019) <https://www.industry.gov.au/data-and-publications/building-australias-artificial-intelligence- 
capability/ai-ethics-framework> . 

8 h:ps://www.youper.ai/new-about-us. 

9 For the promoted efficacy of the apps further Table 4. 

10 For an assessment of the privacy policies see  Table 5. 

11 https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-ban-betterhelp-revealing-consumers-data-including-
sensitive-mental-health-information-facebook?utm_source=govdelivery. 

12 ABC Science, 'Replika Users Fell in Love with Their AI Chatbot Companion', ABC News Science (1 March 2023) 
h:ps://www.abc.net.au/news/science/2023-03-01/replika-users-fell-in-love-with-their-ai-chatbot-companion/102028196 
accessed 23 May 2023; McLean, D., 'I Tried the Replika AI Companion and Can See Why Users Are Falling Hard – the App Raises 
Serious Ethical Ques?ons' (2023) h:ps://theconversa?on.com/i-tried-the-replika-ai-companion-and-can-see-why-users-are-
falling-hard-the-app-raises-serious-ethical-ques?ons-200257 accessed 23 May 2023. 

13 h:ps://www.garanteprivacy.it/home/docweb/-/docweb-display/docweb/9852506#english  

14 h:ps://founda?on.mozilla.org/en/privacyno?ncluded/ar?cles/are-mental-health-apps-be:er-or-worse-at-privacy-in-
2023/. 

15 h:ps://founda?on.mozilla.org/en/privacyno?ncluded/ar?cles/are-mental-health-apps-be:er-or-worse-at-privacy-in-2023/ 

16 h:ps://founda?on.mozilla.org/en/blog/shady-mental-health-apps-inch-toward-privacy-and-security-improvements-but-
many-s?ll-siphon-personal-data/. 
17 APP 3.2. 

18 APP 3.3. 

19 APP 7 recommends that personal informa?on collected from an individual can only be subject to marke?ng if the individual 
would “reasonably expect their personal informa?on to be used for the purpose of direct marke?ng (APP 7.2)”. Even where 
there is a reasonable expecta?on in this regard, the APPs require the organisa?on to provide a simple means for the individual 
to opt out of marke?ng. 

20 See discussion in Damian Clifford and Jeannie Paterson ‘Consumer Privacy and Consent: Reform in the Light of Contract and 
Consumer Protec?on Law’ in (2020) 94(10) Australian Law Journal.  

21 h:ps://cprc.org.au/in-whose-interest/. 

22 h:ps://www.ag.gov.au/rights-and-protec?ons/publica?ons/privacy-act-review-report. 

https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-ban-betterhelp-revealing-consumers-data-including-sensitive-mental-health-information-facebook?utm_source=govdelivery
https://www.ftc.gov/news-events/news/press-releases/2023/03/ftc-ban-betterhelp-revealing-consumers-data-including-sensitive-mental-health-information-facebook?utm_source=govdelivery
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